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Abstract-Breast cancer is the primary and the most common disease found among women. Due to this the 
mortality rate has increased a lot as compare to other cancers found in women. Mammography is found to be 
most powerfuldetection technique which is been helpful to detect earlier cancerous tumor and increase success 
rate of treatment. Classification is a machine learning procedure thatclassify the data into predefined class labels 
which are used to predict the data according to those Classes.With this objective, a survey on mammogram 
classification is done by considering various feature extraction and classification methods used for classification 
of mammogram images. We compare the results of classification obtained from various feature extraction and 
classification techniques. 

 
Index Terms: BPNN, Bayesian network, random forest network, k-means clustering, Multiscale Features, 
Co-occurrence, CWT, DWT, Mammogram. 

-

1. INTRODUCTION 

Breast cancer is nothing but a malignant tumor that 
initiates in the cells of the breast.A group of cancer 
cells is acancerous tumor which that can infect 
surrounding tissues or spread to distant areas of the 
body. The disease is most common and occurs 
almost entirely in women, but men can pick it up, 
too. Breast cancer, the most common type of 
cancer is one of the leading causes of cancer deaths 
in women [2]. Breast cancer is caused by cancer 
cells that expand after the cells have grown 
uncontrollably. The cells combine to produce a 
mass or lump called a tumor which can be benign 
or malignant. It is imperative to remove the 
malignant tumors from the body once developed in 
order to keep the disease from spreading to the 
surrounding part around the breast. The solemnity 
of breast cancer depends on the stage of detection. 
Thus, early detection of cancer is the major concern 
for cancer treatment. Breast cancer percentage 
among all cancers is very high in women especially 
in urban areas in India. The moderate age of 
developing the breast cancer has been shifted to 30-
40 years from 50-70 years, the earlier the cancer 
detected the better treatment can be provided [5], 
[6]. 
One of the most dependable methods for early 
detection of breast carcinomas is Mammography. 
However, it is difficult for radiologists to provide 
both uniform and accurate evaluation for the 

massive number of mammograms generated in 
widespread screening. Human observers consist of 
limitations: 10 –30% of breast lesions are missed 
during routine screening [5]. With the approach of 
pattern recognition, digital image processing and 
artificial intelligence,Radiologists have a chance 
to improve their diagnosis with the assist of 
computer systems on average, the readers’ quality 
can be increased by 10% with the help of 
Computer Aided Diagnosis (CAD) systems the 
presence of micro-calcification clusters (MCCs) is 
acrucial sign for the detection of early breast 
carcinoma [1], [3]. The high correlation between 
the appearance of the micro-calcification clusters 
and the diseases exhibit that the auto-mated 
detection/classification of MCCs can be very 
helpful for breast cancer control [16], [18], [23]. 
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Fig-1: Block diagram of mammography CAD 

system [5] 

2. PREPROCESSING OF IMAGE 

Image enhancement increases the quality of the 
image. Here we try to curtail the over brightness or 
over darkness in the mammogram image. This is 
done using “Histogram Equalization” [5]. It 
enhances the specific features in an image, by 
increasing the contrast range in the image. Image 
enhancement includes intensity and noise 
reduction, contrast manipulation, edges sharpening, 
background removal [2], [5]. The task of 
mammogram enhancement is to acuminate the 
edges or boundaries of ROIs, or to increase the 
contrast between ROIs and background. 

 
3. FEATURE EXTRACTION 
3.1 Gray Level Co-Occurrences Matrix 
(GLCM) 
The amount of gray levels in the image is used to 
determine size of the GLCM. By default, gray co-
matrix uses scaling to reduce the amount of 
intensity values in an image to eight, properties of 
spatial distribution of the gray levels in the texture 
image are acknowledged by the gray-level co-
occurrence matrix. Several statistical measures can 
be derived from the GLCM [21]. 
To illustrate, the following figure shows the 
concept of how graycomatrix calculates the first 
three values in a GLCM. The output of the GLCM, 
element (1, 1) holds the value 1 because there is 

only one occurrence in the input image where both 
the horizontally adjacent pixels, holds the value as 
1, respectively [24]. Element (1, 2) holds the 
value 2 since there are two occurrences where two 
horizontally adjacent pixels holds the 
values 1 and 2. Element (1, 3) in the GLCM holds 
the value 0 as there are no occurrence of two 
horizontally adjacent pixels holding the values 1 
and 3. Graycomatrix continues processing the input 
image, scanning the image for other pixel pairs (i,j) 
and maintains the sums in the corresponding 
elements of the GLCM. 

 

Fig-2: Process Used to Create the GLCM 

First order grey-level histogram is the distribution 
of the probability of occurrence of a grey-level in 
the image. The second-order histogram, or grey-
level co-occurrence matrix, H (yqyr, d, B), 
represents the distribution of probability of 
occurrence of a pair of grey level values separated 
by a given displacement vector, d, at an angle of 0. 
In other words,  indicates the frequency 
with which particular grey-level pairsyq and yr, at 
an angle of 9, are separated by the vector d [6]. 
This is computed for all grey-level pairs in the 
image, for various displacement vectors and for all 
angles (usually 0 0, 45 0, 90 0 and 135 0, around a 
central pixel). For each displacement vector used 
four co-occurrence matrices are calculated. 
Typically, these angularly dependent matrices are 
not used directly, rather the mean of the four co-
occurrence matrices are used, insuring rotational 
invariance [30]. The elements of H(yqyr, d, 9) are 
normalized by dividing each entry by the total 
number of pixel pairs enabling the co-occurrence 
matrix to be treated as a probability mass function. 
 
3.2 Wavelets 
Wavelet decomposition was performed on all the 
ROI's used for the analysis. Daubechies wavelets 
[6] are orthonormal, regular wavelets having 
compact support and can be suitable for the 
analysis of signals with finite support. A separate 
feature is extracted from each scale (level), of the 
wavelet transform so it gives the features that 
reflect scale-dependent properties. For each the 
approximation and detail coefficients at each level 
of the decomposition the wavelet texture signatures 
are obtained. The wavelet transform was computed 
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to 4 levels of decomposition [22]. For each level or 
scale of the decomposition, the energy, entropy and 
root texture signatures were computed for the 
approximation and detail wavelet coefficients. 
The Gabor transform [37] are the classical 
approach for the analysis of no stationary signals. 
Wavelet transform (WT) approach provide better 
signal resolution than the STFT, for bothshort 
windows at high frequencies and long windows at 
low frequencies [35] 
Waveletsare a set of basic functions obtained by 
decomposition of signal and are also the core of 
wavelet analysis. There are different types of 
wavelet transforms that can be chosen depending 
on the various application available [11], [34]. The 
continuous wavelet transform (CWT) is used only 
for continuous signals. Time and scale are both 
continuous.  
 
3.3 Multiscale Features 

Multiresolution techniques are an important aspect 
of texture analysis [17]. Wavelets used for the 
analysis of image texture features along with the 
multiscale statistical texture features are used in 
this study [31]. The continuous wavelet transform 
(CWT) of a I-D signal f (c) is defined as ca,b

  
Where the wavelet computed from the mother 
wavelet by translation and dilation, i.e. 

   
The transform may be discretized by restraining a 
and b to a discrete lattice (a = '2 n ,b e Z). The 
mother wavelet then becomes 
   
To construct a mother wavelet, we must first 
determine a scaling function 

40) =  - k)  
The mother wavelet in is constructed using the 
scaling function as follows 

   
Where 
 g(k)   
Thus, the decomposition is obtained by passing the 
signal through a pair of filters H and G, with 
impulse responses h(n) and g(n) [25], [19] and 
down sampling the filtered signals by two. The 
h(n)and g(n)are the impulse responses that are 
defined as h(n) = h(—n), g(n) = g(—n)  
The pair of filters H and G correspond to the half 
band low pass and high pass filters respectively, 
and are called quadrature mirror filters. Product of 
I-D filters is used to perform the extension to the 2-
D case.  

Ln(j)    

  (j) 

Dn2(j) = 
I-Ic(j) 

J2,1 
 
Dn2(j) - 1 J2,1 

 Dn3(j) = 11 2 (j) (8) 
Where * denotes convolution, .1 2, 1 denotes 
subsampling along rows and 1, 2 denotes 
subsampling along columns. By low pass filtering 
Ln is obtained, and is therefore referred to as the 
low pass residue at scale nA specific direction the 
Dnisub images are obtained byapplying high pass 
filtering and thus contemn directional detail 
information at scale n, and are referred to as the 
detail images, providing horizontal, vertical and 
diagonal details [27], [28]. A set of sub images at 
several scales represented by the original image; 
{Ld, Dnili which is a 
multiresolution representation of depth d of the 
original image [32], [33]. 
 
3.4 Features representing size of micro 
calcifications 
One of the characteristics of a micro calcification, 
which can be a sign of their malignancy, is their 
sizes [26]. A measure of its size in each micro 
calcification is determined by number of pixels [6], 
[7]. The features are: maximum size of micro 
calcifications in a cluster, standard deviation of size 
of micro calcifications in a cluster and sum of areas 
of micro calcifications in a cluster.  
 
3.4.1 Compactness 
Compactness is one of the feature that has proven 
to be a good measure for classifying micro 
calcifications by their shape. The ratio of the 
squared perimeter (P) to the area (A) is defined as 
Compactness (C), i.e., C=A (1) [14], [15]. 
The roughness of an object's boundary relative to 
its area is represented by Compactness. The 
smallest value of compactness is 12.56, which is 
for circle [29]. Compactness for circle becomes 
larger as circle deviates towards a more 
complicated shape. After upscaling the segmented 
micro calcification clusters,Compactness is 
calculated for each particle by separating the 
isolated calcifications in each cluster. The further 
step is marking the contour of each micro 
calcification. For doing this, we convolve the 
binary micro calcification image with four filters: [i 
— ii, [—1 ii, [], [ii] and store the results in four 
separate matrices. The following features are 
calculated: maximum value of compactness; and 
average compactness in each cluster after 
calculating the compactness for each of the micro 
calcifications [8]. 
3.4.2 Moments 
Other shape features, which have proved effective 
for classifying micro calcifications, are moments. 
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The moments of the boundaries are used [10]. 
Moments are boundaries that are characterized by 
an ordered sequence, which represents the 
Euclidian distances between the centroid of the 
region and all contour pixels.  
 
3.4.3. Features related to entire cluster 
The size of the micro calcification cluster is one of 
the important specifications, it is always considered 
by radiologists for diagnosing mammograms. This 
parameter can be represented by using the radius of 
the circle that best fits the cluster, as a feature [13], 
[9].  We have is the standard deviation of the 
distances of the micro calcifications in each cluster 
to the center of the fitting circle is another feature 
extracted for every cluster. The scattering of the 
Micro calcifications, an important factor for 
classifying them is represented by using this 
feature. Another feature, number of micro 
calcifications in a cluster is another is obtained in 
the labeling procedure [12]. 
 
Table-1: study of various Feature Extraction 
techniques 
 

Features Details References 

Multiscale 
statistical 
features 

The original mammogram is 
decomposed and its gray level 
dependency matrix is calculated to 
extract the features. 

[39] 

Wavelet 
features 

Wavelet transform is applied on the 
mammogram images and energy, 
entropy and homogeneity features 
are extracted from various scale 
images. 

[6],[11], 
[22],[34], 
[35],[37] 

Co-
occurrenc
e features 

Spatial gray level dependency 
matrix used to extract features such 
as Energy measure, correlation, 
inertia, entropy, difference 
moment, inverse difference 
moment, sum average, sum 
entropy, difference entropy, sum 
variance, difference variance, 
difference average, information 
measure of correlation, information 
measure of correlation. 

[6],[21], 
[30],[24] 

Individual 
Micro 
calcificati
on 
features 

Features such as moments, 
compactness, cluster features, etc. 
are directly extracted from the 
mammogram. 

[6],[7],[8],[
9],[10],  
[12],[13], 
[14],[15], 
[29] 

4. CLASSIFIER 

The implementation of computer-aided detection of 
mammography is mainly based on classifier. The 
features or a subset of these features are employed 
to train the classifiers and further during testing the 
classifier classify into micro-calcifications into 
benign and malignant. Training is any approach to 
classification assuming some knowledge about the 
data. Sample input data, domain facility, and a 
classification assignment to the data is required for 
Training Data. Classification accuracy is used to 
measure the Classification performance. The 
outcome of classification can be described as [3] 

• True positive (TP): A tuple xi predicted to 
be in classckand is actually in it.  

• False positive (FP): A tuple xi predicted to 
be in classck, but is actually not in it.  

• True negative (TN): A tuple xi not 
predicted to be in class ck, and is actually 
not in it.  

• False negative (FN): A tuple xi not 
predicted to be in class ck, but is actually 
in it.  

To determine the accuracy of the classifier the 
precision and recall are used and it is calculated as 
[3].  
 

Precision = 
TP 

 
 

TP + FP  

Recall = 

TP  

 

 

TP + FN   
 
Accuracy is indicated by a confusion matrix. When 
classifying a class with m classes, the confusion 
matrix is a m*m matrix. An entry Ci,k indicates the 
number of tuples assigned to a class Ck but the 
correct classification is Ci. A general confusion 
matrix for two classes is as shown in [3] 
 
Table-2: General Confusion Matrix for Two 
Classes  
 

Category 

 Predicted assignment  
    
 

Positive Negative 
 

    
      

Actual 
Positive  TP FP  
     

assign
ment  

 FN TN 
 

 Negative  
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4.1 Random Forest  
Random forest a composite classifier is built from a 
collection of tree classifiers. It is the concept of 
unpruned classification induced from bootstrap 
samples of training data, using random feature 
selection in tree induction process [4]. 
 
Construction of a tree: 
Step 1: Random sampling procedure, with 
bootstrap is used for training the data, creation of 
tree is done by using two-third of data. 
Step 2: from the above feature set random number 
of attributes are selected, and the ones with most 
information gain to comprise each node is 
identified. 
Step 3: Stop the work due to information loss 
which result in of creating no more nodes. 
Step 4: By running the remaining one-third of 
dataset through the tree error estimate is 
determined and correctness is computed. 
Algorithm [7] 
Random Forest Decision Classifier (RFDC): 
A collection of individual tree classifier is a 
Random forest decision classifier. The concept of a 
general Random forest is as follows: 
 
1. Select m the number of trees to grow, and n a 

number no larger than the number of 
variables.  

2. for i = 1 to Nm  
Call T Forest ():  

3. Draw a bootstrap sample from the data, term 
those not in the bootstrap sample as outside 
data.   

4.  A random tree is grown; the best set is chosen 
among m randomly selected variables eat each 
node.   

5. Use the tree to predict outside data.   
6. In the end use the predictions on outside data 

to form majority votes.   
7. Anticipationof test data is done by maximum 

votes from predictions from the ensemble of 
trees.  

 
Function T forest is used to train the Random 
forest.  Here Random forest classifier is used to 
classify the database objects as benign or 
malignant 
 
4.2 Feed-Forward Back Propagation and 
Cascade-Forward BackPropagation Artificial 
Neural Network 
Feed-forward back propagation Network and 
Cascade-Feed-forward back propagation Network 
and Cascade-forward back propagation network 
were trained for classification of mammogram 
images into benign and malignant. The 
performance is measured by Mean Square Error 
(MSE) [43]. In training phase, the features 
extracted from training set of images are saved in a 

dedicated database and used to train the Artificial 
Neural Network. The extracted features from the 
unknown (or tested) mammogram images are 
passed through the trained ANN for classification 
in the Recognition phase [38]. Hit and trial method 
is used to compute the optimum number of nodes 
and layers. The predictive accuracy of detection for 
different number of neurons and then for different 
number of layers is persuaded by using ANN 
model for testing of detection [42].  
 
4.3 K-nearest neighbor   
In pattern recognition, the k-Nearest Neighbors 
algorithm (or k-NN for short) is a non-
parametric method used for classification and 
regression Here, the output is a class membership, 
a majority vote of its neighbors is used to classify 
an object, with the object being attached to the 
class most routine among its k nearest[34],[36]. 
This value is the average of the values of 
its k nearest neighbors. 
The length from an unknown pattern is calculated 
KNN algorithm to every sample and the base for 
classification is selected by the K nearest samples. 
The class containing the most samples among the 
K-nearest samples is assigned the unknown pattern. 
Kramer and Aghdasi[29],[12] used co-occurrence 
features and wavelet features as the inputs of a 
KNN classifier. Classification accuracy achieved 
was 100% when classifying 40 images of Nijmegen 
database. Kramer and Aghdasi compared the 
performances of KNN classifier and NN [39]. The 
performance of NN is better than KNN classifier 
by validating their results. Zadeh et al. used a set of 
shape features and co-occurrence features as the 
inputs of a KNN classifier. 40 mammograms of 
Nijmegen database were used, it could only get an 
area of 0.82 under the ROC curves [12], [40]. 
 
4.4 Bayesian belief network  
An optimal pattern recognition method, which uses 
a probabilistic approach to determine an optimal 
segmentation given a distinct database is Bayesian 
belief network (BBN) [20]. In BBN an “acyclic” 
graph is built in which nodes represent feature 
variables, and direct probabilistic imminences 
between the variables is represented connections 
between nodes.  For each node the probabilistic 
independence of two variables is indicated by the 
total of probability values for all states which is 
equal if there is no path between any two nodes [7], 
it indicates Bayesian classifier was used to merge 
extracted features. The Bayesian techniques and 
ANN are able to produce many ROC points. The 
performance of CAD system might be more 
dependent on feature selection and training 
database [41]. 
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Table-3: Comparative Analysis of various 
classification techniques 
 

Classifier Results References 

Random 
Forest 

 Average accuracy 
computedwas90.45 % over 10 
different sets of data from MIAS 
dataset. 

Area Az = 0.764 under the 
receiver operating characteristic. 

[7],[4] 

Bayesian 
belief 
network 

ROC of 0:873 ± 0:009 for 433 
images with 12 features from 
Washington University Medical 
School in St. Louis 

About 84% accuracy for 70 
images from source N/A 

[14],[37] 

K-nearest 
network 
 

 

More than 80% accuracy for a 
set of 180 images from 
NijmegenLLNL/UCSF database. 
80% TP for set of 40 images 
from Nijmegen database. 

[34],[24],[
12], [36], 
[29],[7], 
[38] 

Back 
propagatio
n Neural 
Network 

88.9% classification accuracy for 
40 images fr4om the Nijmegen 
database. 

Back propagation network has 
accuracy of 87.5% for set of 42 
verified patient cases from 
source N/A 

[42],[38], 
[43] 

 
Table-4: Study of various classification 
techniques 
 
Classifier Details References 

Random Forest Unpruned 
classification or 
regression trees, 
induced from 
bootstrap samples 
of training data, 
using random 
feature selection in 
tree induction 
process. 

[7],[4] 

Bayesian belief The extracted [41],[7] 

network features are 
merged with a 
variable from each 
node in the 
“acyclic’ graph. 

K-nearest 
network 

For classification 
co-occurrence 
features, wavelet 
features and shape 
features are used. 

[40],[39]              

Back 
propagation 
Neural 
Network 

A multi stage 
neural network 
with back 
propagation. 

[42],[38] 

 
5. CONCLUSION 

Mammography has proven to be a significant way 
to detect breast cancer. In this paper, classification 
and categorization of digital mammograms are 
performed. 
This Paper presents a brief knowledge about 
classification of mammogram images using various 
feature extraction and classification techniques. 
Basicallythe system is trained by extracting 
features of mammogram images by applying 
various extraction techniques and testing the 
accuracy by using various classifiers to classify the 
mammogram images into benign or malignant. 
Through our survey it is observed and analyzed 
that for each extraction technique and classification 
technique, accuracy varies, which is described in 
the result table.  
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